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Abstract

While recent algorithms for mining the frequent subgraphs of a
database are efficient in the general case, these algorithms tend to
do poorly on databases that have a few or no labels. Although little
attention has been given to such datasets, there are many existing ap-
plications which deal with this type of data. In this paper, we present a
novel algorithm, called SYGMA, that improves frequent subgraph min-
ing in such cases by limiting the impact of symmetry on calculations,
without the use of memory-expensive structures. Through experimen-
tation on various datasets, we show that our algorithm outperforms,
in many cases, one of the leading algorithms for this task.

Keywords: Data mining, frequent subgraphs, graph isomorphism.

1 Introduction

Graph mining is a recent discipline which aims to extract useful knowledge
from a large amount of structured data modeled as graphs. Already, this dis-
cipline plays a key role in important fields like chemoinformatics and bioin-
formatics, especially in the process of drug discovery. In the next decade, its
importance will undoubtedly increase with the emergence of new technolo-
gies dealing with a greater amount of structured information, particularly
in the Web domain. The discovery of frequent subgraphs is a fundamen-
tal task of graph mining which consists in finding statistically significant
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sub-structures in a database of graphs. Different variants of this task exist,
depending on the type of sub-structures we want to obtain. In this paper,
we will consider the task of finding the frequent connected edge induced
subgraphs of a database. This problem, known as the frequent subgraph
mining problem, can be formulated as follows:

Definition 1 (Frequent subgraph mining). Given a graph database D, the
support of a graph G in D, written sup(G, D), is the number of graphs in
D containing G as an edge induced subgraph. Given an minimum support
threshold $p,4n, the frequent subgraph mining problem consists in finding
the connected graphs frequent in D, i.e. the connected graphs G for which
sup(G,D) 2 Smin-

Several approaches have been proposed for this problem, which can be
separated in two groups: levelwise and depth-first approaches. As their
name implies, levelwise mining techniques, such as AGM developed by
Inokuchi et al. [2] and FSG proposed by Kuramochi and Karypis [3], explore
the graph search space level by level, where each level contains graphs that
have one more vertex or edge than the previous one. The frequent graphs of
the next level are found by first generating candidate graphs with pairs of
graphs of the current level, and then filtering out infrequent ones. The main
advantage of such techniques comes from the a-priori principle by which a
graph is frequent only if all its subgraphs are. Since a graph is explored after
its subgraphs, it is possible to eliminate infrequent graphs without having to
compute their support, by testing if their immediate subgraphs are frequent.
However, levelwise approaches suffer from two problems: the generation of
many redundant candidate graphs, and the requirement to store the fre-
quent graphs at each level. Depth-first mining approaches, such as GSPAN
proposed by Han and Yan [9], FFSM by Huan et al. [1], and GASTON by
Nijssen and Kok [6], overcome these problems by exploring the graph search
space depth-first. Starting with a graph containing a single frequent ver-
tex or edge, these techniques recursively extend a graph by adding a new
edge between two existing vertices, or a new vertex connected to an existing
vertex. Since a graph is no more frequent than its subgraphs, there is no
need to extend infrequent graphs. Infrequent graphs can thus be pruned
implicitly, without the risk of pruning frequent ones. Various experimental
studies, see [9] for example, have shown depth-first mining approaches to
be superior, in most cases, to levelwise ones, both in terms of computation
times and memory requirements.

The difficulty of the frequent subgraph mining problem arises from two
tasks: enumerating all the possible subgraphs of database graphs, and cal-
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culating the support of these subgraphs in the database. Since the vertices
of a graph can be ordered in many ways, a graph can have a great number of
topologically equivalent copies, called isomorphic graphs. To enumerate all
subgraphs without redundancy, one must compute the canonical representa-
tion of a graph, which amounts to solving the graph isomorphism problem.
Furthermore, testing if a graph is contained in a database graph is a well
known NP-hard problem called subgraph isomorphism problem. In nearly
all cases, support computation is the most costly operation of finding the
frequent subgraphs of a database. Yet, the complexity of these tasks is some-
what reduced when the database graphs have added information in the form
of vertex or edge labels. For instance, one can use labels to limit the vertices
that can be paired while testing for subgraph isomorphism. However, if the
database graphs are unlabeled or only have a few labels, then the complex-
ity of these problems greatly reduces the size of manageable datasets. Thus
far, little attention has been given to such datasets, and current algorithms
tend to do very poorly on them. Still, there are many existing applications
which deal with this type of data, mainly in the fields of computer vision,
where the information is represented as 2D or 3D meshes, and communica-
tion/transportation networks, where the information is mostly topological.
Moreover, mining unlabeled subgraphs could yield relations in the database
that are both more general and frequent.

In this paper, we present a novel algorithm called SYGMA (Symmetry-
free Graph Mining Algorithm) that improves the task of finding the frequent
edge induced subgraphs of a database containing graphs that have a few or
no labels. This algorithm uses various strategies that reduce the impact of
symmetry, caused by the limited number of labels, on the tasks of enumer-
ating subgraphs and computing their support in the database. Unlike most
algorithms for the same task, ours does not rely on memory-expensive struc-
tures that store graph embeddings, since such a strategy is highly inefficient
in these cases. To illustrate this, consider the embeddings of an unlabeled
complete graph H (i.e., a graph for which all pairs of vertices are connected
by an edge) of m vertices into an unlabeled complete graph G of n vertices.
For m = 6 and n = 12, which are realistic values for this problem, there
are as much as (:@)m' = 665280 embeddings of H in G. Also, for the pur-
pose of simplicity, we have limited our algorithm to deal only with vertex
labels. Yet, the techniques presented in this paper could easily be extended
to mine other types of subgraphs, such as subgraphs with edge labels, or
vertex induced subgraphs.

The rest of this paper is structured as follows. In section 2, we present
the details of our algorithm. In section 3, we give some experimental results
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that compare, on various instances, SYGMA to one of the most popular
frequent subgraph mining algorithms, GSPAN. Finally, we conclude this
paper with a brief summary of contributions and results.

2 The SyGMA Algorithm

2.1 Preliminary concepts

A labeled graph is a tuple G = (V, E, L,l), where V is a set of vertices,
E C V? a set of edges, L a set of labels, and [ : V — L is a function
that gives a unique label to each vertex of G. Given two labeled graphs
G=(V,E,L,l) and G' = (V', E', L', l'), we say that G is isomorphic to G,
written G ~ G’ iff there exists a bijection ¢ : V — V' called isomorphism,
such that

L (u,v) € E & (p(u),0(v)) € E,
2. Yo eV, l(v)=1(p(v)).

An automorphism is an isomorphism from a graph to itself. Furthermore, a
subgraph isomorphism from G to G’ is an isomorphism from G to a subgraph
of G’. If such an isomorphism exists, we say that G’ contains G and write
GCd@.

Let I' be the set of all permutations of V, and let ¢ be a permutation
of I'. We write G¥ the graph with vertex set V¥ = V and edge set E¥ =
{(u,v) | I(z,y) € E s.t. u=p(z) and v = p(z)}. The automorphism group
of G is the set containing the automorphisms of G, i.e. the set Aut(G) =
{¢ € T | G¥ = G}. The orbits of a vertex v € V, written Orb(v) is the set
of vertices u such that there exists an automorphism mapping v to u, i.e.,
Orb(v) ={u € V | Jp € Aut(G) s.t. u = p(v)}. Similarly, the orbit of a
pair of vertices (u,v), written Orb(u,v) is the set of vertex pairs (z,y) such
that there exists an automorphism mapping u to = and v to y, i.e., the set
Orb(u,v) = {(z,y) € V? | Jp € Aut(G) s.t. p(u) = z and p(v) = y}. A
vertex partition of G is an ordered sequence of pairwise disjoint non-empty
sets called cells, the union of which is V. Let m be a vertex partition of
G, we write 7(v) the unique cell containing a vertex v. Given two vertex
partitions m; and o, we say that 7y is finer than mo if each cell of 71 is a
subset of a cell in 7.

Automorphisms can be used to solve the graph isomorphism problem.
Thus, we can determine if two graphs G and G’ are isomorphic by finding
the canonical representation of these graphs and verifying if these represen-
tations are identical.
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Definition 2 (Canonical representation). Let G be a graph such that |V| =
n and A be the symmetrical adjacency matrix of G. We define a function
code that uniquely maps G to the string produced by concatenating the
elements of the upper half of A:

code(G) == (al,g a3 a2s ... CLL]' ai,jJrl e an,l,n) .

The canonical representation of GG is thus the lexicographically smallest code
produced by any permutation of G, i.e., min, code(G¥), and we call canon-
ical permutation of G any permutation leading to this representation.

2.2 Subgraph Enumeration

The subgraph enumeration strategy used by SYGMA is similar to the one
proposed by Kuramochi and Karypis for their algorithm vSIGRAM [4], al-
though their algorithm is not made for the frequent subgraph mining prob-
lem. Like vSIGRAM, our algorithm uses a partial edge ordering that orders
the edges of a graph G following the rank of their vertices in a canonical
permutation of G:

Definition 3 (Canonical edge ordering). Let G be a graph, ¢ be a canonical
permutation of G and e; = (u1,v1), e2 = (u2,v2) be two edges of G such
that p(u1) < p(v1) and p(u2) < @(v2). The canonical edge ordering, defined
by precedence operator <, is such that e; <g eg iff Orb(e1) # Orb(ez2) and
either one of the following is true

L o(u1) < p(uz)
2. p(u1) = p(u2) and p(v1) < p(v2).

This ordering allows us to transform the search space into a rooted tree
by mapping to each graph G a parent graph p(G) produced by removing
from G any non-disconnecting edge that is minimum according to <g, as
well as any vertex isolated by the edge removal. This tree is then explored
depth-first, as shown in Figure 1. Starting with a graph G containing a
single edge, G is recursively extended until it becomes infrequent. Let e
be the last edge added to GG, a canonical permutation ¢ of G is first found
using MacKay’s NAUTY algorithm [5]. In the process, the vertex and vertex
pair orbits of G are also obtained, with little added cost. Then, using ¢,
we find a minimum non-disconnecting edge e*. If e is not topologically
equivalent to e*, i.e. if Orb(e) # Orb(e*), then we can prune G since another
graph isomorphic to G will be explored at a different point of the traversal.
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Note that this is different from the strategy used by VvSIGRAM, where G is
pruned if G — {e} ~ G — {e*}, thus requiring one more graph isomorphism
test. Otherwise, we compute the support of G and extend this graph if it is
frequent. For the vertex extensions, we consider for each vertex orbit Oy of
G a single vertex v, and a possible label A. We then extend G into a graph
G’ obtained by adding to G a new vertex of label A and connect this vertex
to v. Similarly, for edge extensions, we consider all orbits of non-connected
vertices Op and a single vertex pair (u,v) in this orbit. We then create a
graph G’ by adding to G an edge connecting u and v.

Proposition 1. By traversing depth-first the rooted tree defined by function
p, we can explore every graph without redundancy.

Proof. To prove that every connected graph G is explored by the traversal,
we must show that there exists a path in the tree from G to the root of
this tree. Since all possible vertex and edge extensions are considered in
the traversal, G will be explored if its parent is explored. Furthermore,
since the parent of a connected graph is also connected, by recursion, G
has for ancestor the root of the tree, and is therefore reachable. Next,
consider two isomorphic graphs G and G’. Since the canonical edge ordering
is insensitive to vertex permutations, a minimum non-disconnecting edge in
G is topologically equivalent to one in G'. Thus p(G) ~ p(G'), and since we
only consider one extension per vertex or vertex pair orbit, only one of G or
G’ will be explored. Therefore, the exploration is not redundant. O

2.2.1 Redundant graph detection

While the main lines of our subgraph enumeration strategy are similar to
those used in VSIGRAM, our algorithm stands out with its efficient technique
to prune redundant graphs. This pruning technique uses a procedure that
partitions the vertices of a graph G, as shown in Figure 2. The vertices are
first ordered by increasing label values and grouped into cells of equal values,
forming a partition my. Then, at each iteration ¢, the current partition 7 is
refined by considering pairs of cells V;,V; € m and by splitting V; using V;.
Denote (v, V;) and 5(1}, Vi), respectively, the number of non-disconnecting
and disconnecting edges incident to a vertex v and any vertex in V;. The
vertices v of V; are ordered by decreasing values of 6(v,V;) and after by
decreasing values of B (v,V;). These vertices are then split into groups of
equal values, forming a subpartition 7’. If 7’ refines Vj}, ie. if |7/| > 1, V;
is replaced by 7’ in the partition. This process is repeated until no further
refinement is possible. Finally, the partition 7w, returned by this refinement
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Algorithm SYGMA

Input: A graph database D and a support threshold $,,-
Output: The frequent subgraphs F of D.
F:=0;

foreach vertex label A1 in D do

foreach vertex label Ay in D, Ay < Ay do
L Let G be the graph with two vertices vy and vy of label Ay and Ao,

and edge (v1,v2) ;
F :=F U explore(D, spin, G) ;

return F ;

Procedure explore(D, Spmin, G)

Input: A graph database D, a support threshold s,,;, and a graph G.
Output: The frequent extensions F of G.

F=10;

Let e be the last edge added to G ;

Compute the orbits of G and a canonical permutation ¢ of G ;
Using ¢, find a minimum non-disconnecting edge e* of G ;

if Orb(e) # Orb(e*) or sup(G, D) < Spin then return F ;

% Vertex extensions
foreach vertex orbit Oy and label A in D do
Let v be a vertex in Oy ;
L Let G’ be the graph obtained by connecting a new vertex of label A to v ;
F :=F U explore(D, spmin, G') ;

% Edge extensions
foreach non-connected vertex pair orbit Op do
Let (u,v) be a vertex pair in Op ;
L Let G’ be the graph obtained by connecting vertices u and v ;
F :=F U explore(D, spmin, G') ;

return F ;

Figure 1: Algorithm SYGMA and its recursive procedure explore.
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Refinement procedure
Input: A graph G.
Output: A refined partition of V.
Let mg be the initial partition s.t. Vu,v € V, w(u) < 7w(v) iff I(u) < I(v);
t:=0;

repeat
Ti41 2= T¢ 3
t:=t+1;

foreach cell V; € m; do
foreach cell V; € m; s.t. |V;| > 1 do
Let 7" be the subpartition of V; s.t. Yu,v € V;,7'(u) <
8(u, Vi) > (v, Vi) or (8(u, Vi) = (v, V) and 8(u, Vi) > (v, Vi));

if |7’| > 1 then replace cell V; by 7’ ;

until 7, = w1 or |m| = |V;

return m; ;

Figure 2: A procedure to find a refined vertex partition.

procedure, is used to obtain a canonical permutation of G. Thus, when
looking for a canonical permutation of G, we only consider the permutation
of vertices within the cells of 7. A direct consequence of this is the following
proposition:

Proposition 2. Let m; be the partition of the vertices of a graph G, at any
step t of the refinement procedure, and let ¢ be a canonical permutation of
G. For any two vertices u,v € V, if m(u) < m(v) then p(u) < p(v).

The pruning technique used by SYGMA detects non-minimum exten-
sions while refining the vertex partition, as described in the following propo-
sition.

Proposition 3. Let G be a graph, let m; be the partition of the vertices
of G at any step t of the refinement procedure, and consider any edge e; =
(u1,v1) of G, such that m(ui) < m(v1). Edge e; is non-minimum in G,
following <, if there exists a non-disconnecting edge ey = (ug,v2) such
that m¢(ug) < m(v2), and if either one of the following applies

1. m(ue) < m(uqg)

2. m(u2) = m(u1) and m(va) < m(vy).

Proof. We prove cases (1) and (2) separately.
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1. Following Proposition 2, we have that ¢(u2) < ¢(u1). Moreover, fol-
lowing Definition 3, we have es < e; and thus e; is not minimum.

2. (a) If there is a vertex w € V such that (u;,w) is a non-disconnecting
edge and 7y (w) < m¢(v1), then, following Proposition 2, we have that
w(w) < ¢(v1). Moreover, following Definition 3, we have (u1,w) <g €1
and thus e; is not minimum. (b) Else, assume there is no vertex
x € V such that (ug,z) is a non-disconnecting edge and such that
m¢(x) < m(ve), otherwise use x instead of vy in what follows. Let Vj,
i = m(v2), be the cell containing vy, and let Vj, j = m(u1) = m(u2),
be the cell containing vertices u; and us. We have that

5(u2,Vk) = 5(u1,Vk) =0 , for k <
(5(U2,Vk) >1>0= 5(U1,Vk) , for k=1

Thus, the partition 7’ produced by splitting V; with V; will be such that
7'(ug) < 7'(u1) and, following Proposition 2, we have that ¢(ug) <
©(u1). Moreover, following Definition 3, we have es <p e; and thus
e1 1S not minimum.

2.2.2 Non-redundant graph detection

Like in most graph mining algorithms, the techniques used by SYGMA to de-
tect redundant graphs help avoiding many costly isomorphism tests. These
techniques, however, are of no help when dealing with graphs that are not
redundant. Unlike other graph mining algorithms, SYGMA can also detect
non-redundant graphs without any isomorphism test, as described in the
next proposition. The proof of this proposition, related to the fact that all
the vertices within two separate cells are either connected or not, can be
found in [5].

Proposition 4. Let w7 be the vertex partition returned by the refinement
procedure for a graph G, and let m be the number of cells of 7 that are
trivial, i.e. that contain a single vertex. If GG is not pruned by Proposition
3, then G is not redundant if the following conditions are satisfied:

1. |op| —m <2

2. |V|—m <5,
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i.e. wp should have at most 2 non-trivial cells and G should have at most 5
non-trivial vertices. If these two conditions are met, then the vertex orbits
of GG are simply the cells of 7. Similarly, the vertex pair orbits can also be
obtained from 7p. Consider any two edges e; = (u1,v1) and e = (u2,v2) of
G. Suppose, without loss of generality, that 7y (u1) < mp(v1) and 7wp(ug) <
mr(v2). The orbits of non-connected vertex pairs are such that Orb(e;) =
O’I“b(eg) if 7TT(U1) = 7TT(U2) and 7TT(U1) = 7TT(U2).

Although it seems that the conditions of Proposition 4 only apply to
very specific cases, the reality is that most graphs satisfy these conditions,
especially labeled graphs. In fact, as we will see in the experimental section,
no isomorphism test is needed for graphs of five or less vertices, regardless
the number of vertex labels of these graphs.

2.2.3 An illustrative example

t T

0| (1234567)

1| (456]3[2|17)
2 | (45(6/3]2/7]1)

(b)

Figure 3: (a) A graph and (b) its vertex partition at step ¢ of the refinement
procedure.

In this section, we illustrate the subgraph enumeration strategy of SYGMA
using a small example. Consider the graph shown in Figure 3(a), and its
vertex partition at each step t of the refinement procedure, shown in (b).
This graph, that we denote by G, has only one disconnecting edge: (2,3).
Since G is unlabeled, the first partition 7y groups all its vertices into a
single cell. These vertices are then sorted by decreasing number of non-
disconnecting edges, and the result sorted by decreasing number of discon-
necting edges. Then, the vertices are grouped into cells of equal value, giving
the partition m = (456|3|2|17). At step t = 2, cell (17) is first split using
cell (456) into the subpartition (7|1). Cell (456) is then split using cell (3)
into subpartition (45/6), yielding m = (45|6/3|2|7|1). Finally, this parti-
tion can not be refined any further, and the refinement procedure returns
9. Since a canonical permutation ¢ only permutes the vertices within the
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cells of this partition, the minimum non-disconnecting edge, i.e. the first
non-disconnecting edge encountered while following ¢, will necessarily be
(4,5). Suppose that the last edge added to G is (3,4). At step t = 1, we
have m1(4) = m1(5) = 1 < 2 = m1(3) and, following case (2) of Proposition
3, (4,5) is a smaller non-disconnecting edge than (3,4), in any canonical
permutation. Therefore, G is redundant and can be pruned. However, if
the last edge added to G is (4,5), the refinement procedure will then go
on without GG being pruned. In this case, the partition my, returned by the
refinement procedure, has one non-trivial cell containing two vertices, cell
(45). Thus, following Proposition 4, G is not redundant. Furthermore, the
first vertices of each cell of w5 can be used as the representants of the vertex
orbits of G, i.e. the set {4,6,3,2,7,1}. Finally, we obtain the represen-
tants of the non-connected vertex pair orbits by taking, for each pair of cells
Vi, Vj € ma, a pair of non-connected vertices (u,v) where u € V; and v € Vj:
{(4,2), (4,7), (4,1), (6,3), (6,2), (6,1), (3,7), (3, 1), (2,7), (. )}.

2.3 Support calculation

As mentioned previously, the important symmetry caused by the reduced
number of labels prohibits the use of complex structures to store subgraph
embeddings. Instead of relying on such structures, our algorithm solves the
subgraph isomorphism problem directly, using a simple subgraph matching
method. However, since finding a subgraph isomorphism is a rather complex
task, and since our algorithm has to complete this task quite often, we
employ some further strategies to calculate the support of a subgraph as
efficiently as possible.

2.3.1 Matching constraints

The first strategy is used within the subgraph matching to prune the search
space. Suppose we need to determine if a graph G = (V, E, L, 1) is a subgraph
of G = (V/,E',L',)l') and let v be a possibly partial mapping of V to V',
called matching. Let v € V' be any vertex, we define N(v) (resp. N'(v))
as the set of vertices adjacent to v in G (resp. G’). Moreover, we define
L(\) (resp. L'(X)) as the vertices of G (resp. G’) which have label A. We
also define M(y) and M(v) (resp. M’(y) and M’(’y)) as the vertices of G
(resp. G') matched and unmatched under 7. The following proposition gives
necessary conditions for two vertices to be matched.

Proposition 5. Let v € V, v' € V'’ be two vertices. The pair (v,v’) is a
candidate to extend a matching ~ if the following conditions are respected:
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1. v € M(y) and v/ € M'(7).

2. 1(v) =1I'(V)).

3. Yu e N(v)NM(vy), v(u) € N'(v').

4. YA€ L, |N(v) N L) NDM ()| < |N' (W) L'(N) N D (v)].

The first two conditions are rather trivial, stating that vertices v and v’
should not already be matched under v, and that they should have the same
label. The third condition imposes v to be a subgraph isomorphism, i.e.,
for all vertices of G adjacent to v and matched under ~, the corresponding
vertex in G’ should be adjacent to v'. Finally, the last condition verifies
that the matching can be extended, i.e., that for every vertex label A, there
are at least the same number of unmatched vertices of label A adjacent to
v’ than adjacent to v.

2.3.2 Avoiding redundant calculations

The next strategy exploits previous calculations to limit the search of a new
subgraph isomorphism, and is based on the fact that vertices are matched

in a static order. Let v = {(u1,v1),..., (um,vm)} and v = {(v],v}),
..., (ul,,vl)} be two matchings such that m < n, we define a lexicographic

order on matchings <, such that v <. + iff either one of the following
applies

and v; = v}, 1<k

1.3k 1<k< t. ' '
k, 1<k<m, st { or (ui:uﬁ;andvi<0§)v i=Fk

2. u; =} and v; = v}, 1 <i<m, and m < n.

Proposition 6. Let v be the minimum subgraph matching of a graph G
into a graph H according to <., and let G’ be the extension of G' with edge
e. Any matching ' of G’ into H is such that v <, 7.

Proof. We prove this by contradiction. Suppose that 4" <y v. If e is a
vertex extension, let § be the matching such that

0= {(ullv Ull)a (uévvé)v SRR (U{n—la U?”l—l)}?

i.e., 7/ without the last pair. Otherwise, if ¢ is an edge extension, then
consider § = /. Following the definition of an isomorphism, we know that
6 is also a matching of G' into H. Furthermore, according to <., we have
that & <, 7 <, 7. However this contradicts the minimality of v and,
consequently, v <., 7. O



3 EXPERIMENTATION 13

Proposition 6 is used in the following way. Let G be any subgraph
visited during the exploration. We store the minimum matchings of G into
all the database graphs containing G. Then, when G is extended, we only
search for matchings superior or equal to the previous ones, according to
=<~. Let M be the maximum number of vertices of a database graph, and
N be the maximum number of edges of a database graph, the total memory
requirement of this strategy is in O(|D|M N), which is much lower than the
memory required to store all the embeddings of GG in the database.

2.3.3 Infrequent graph detection

The last strategy allows to detect extensions leading to infrequent graphs,
based on the following proposition.

Proposition 7. Let G’ be the extension of a graph G with edge e, and
consider any graph H such that G ¢ H. If G’ is not frequent then the
extension H' of H with edge e is not frequent.

Proof. Since G C H C H' and because H' contains e, we have that G’ C H'.
Moreover, since the support of a graph is no greater than the support of its
subgraphs, we have sup(G',D) > sup(H',D). Thus, if G’ is not frequent,
neither is H'. O

When the extension of a graph G with edge e is found infrequent, we
store e and all equivalent edges, i.e. the edges with the same vertex pair
orbit, as invalid extensions. Then, while exploring the descendants of G
in the search tree, we do not consider these invalid extensions since, by
Proposition 7, they lead to infrequent graphs.

3 Experimentation

To evaluate the performance and validity of our algorithm SYGMA, we have
conducted two numerical experiments. In the first one, we validate the sub-
graph enumeration strategy of our algorithm by generating all graphs with
a limited number of vertices and labels. In the second one, we benchmark
our algorithm on synthetic and real-life datasets. In both experiments, we
compare the results we obtained with those obtained with one of the most
popular frequent subgraph mining algorithms, GSPAN, developed by Yan
and Han [9]. We have selected this algorithm for two reasons. First, like
our algorithm, GSPAN does not use any memory-expensive structure to store
the embeddings of a graph in the database. Second, a recent investigation
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by Worlein et al. [8], comparing the principal algorithms for this problem,
has shown that algorithms storing embeddings offer no real advantage over
GSPAN for large instances. All experiments were carried out on a 2.0GHz In-
tel Pentium IV PC with 512Kb cache and 1Gb RAM, running Linux CentOS
release 4.2.

3.1 Subgraph enumeration

In the first experiment, we consider the task of exhaustively generating a
large set of graphs. More precisely, given integers N and L, we want to
generate all connected graphs that have at least one edge, at most N ver-
tices, and at most L vertex labels. This experiment serves two purposes:
validating that the subgraph enumeration strategy is sound and complete,
and evaluating how well this strategy deals with graph isomorphism. As ref-
erence, we compare our algorithm with the subgraph enumeration employed
by GSPAN. However, since the available version of GSPAN does not allow to
simply enumerate graphs, we had to implement our own version of GSPAN,
optimizing as much as possible the algorithm. For the other experiment,
though, we used the original version of GSPAN.

Figure 4 summarizes the result of this experiment: (a) gives the average
CPU time in microseconds per non-redundant graph generated (the Y axis
has a logarithmic scale), and (b) the average number of full isomorphism
tests per non-redundant graph. Since GSPAN has no strategy to detect non-
redundant graphs, without carrying out an isomorphism test, its average
number of full isomorphism tests per non-redundant graph is 1.0, for all
values of L and N. From this figure, we make the following observations.
While ¢SPAN shows exponential scaling to the decrease of L and increase of
N, our algorithm is little affected by these changes. Thus, the average CPU
time per non-redundant graph found by GSPAN ranges from 3.6 usec, for
L=5and N =5, to 761.3 usec, for L = 1 and N = 10, which corresponds
to a 210-fold increase. By contrast, the average CPU time of our algorithm
ranges from 2.4 usec to 9.9 usec, for the same values of L and N, which
corresponds to a 3-fold increase. Furthermore, SYGMA outperforms GSPAN
for all values of L and N. In the most extreme case, for L =1 and N = 10,
the subgraph enumeration strategy used by SYGMA is almost more than 75
times faster than GSPAN’s. Finally, we can see that only a small fraction of
non-redundant nodes required SYGMA to perform an isomorphism test, and
that this fraction decreases as L and NN increase. For cases where N < 5,
no isomorphism tests were needed, regardless of the value of L.
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Figure 4: Subgraph enumeration: (a) average CPU time (in microseconds)
per non-redundant graph generated, and (b) the number of full isomorphism
tests per non-redundant graph.

3.2 Frequent subgraph mining

In the second experiment, we compare the performance of our algorithm to
the latest version of GSPAN, on the task of finding the frequent subgraphs
of synthetic and real-life datasets.

3.2.1 Synthetic data

The synthetic datasets were generated with the random graph generator,
implemented by Karypis and Kuramochi for their work in [3], using combi-
nations of values of 5 parameters, which description and values are given in
the following table:

Description Values
D Nb. of graphs in the database 1000
T Avg. size of the database graph {5,10,15}
F Avg. nb. of frequent subgraphs 25
I Avg. size of the frequent subgraphs 15
L Nb. of vertex labels in the database  {1,2, 3}

Figure 5 summarizes the results. It shows, for each dataset, the CPU
time in second required by GSPAN and SYGMA to find the frequent sub-
graphs, for decreasing support thresholds (the Y azis has a logarithmic
scale). As expected, the CPU time increases exponentially as we lower the
support threshold, because of the hard subgraph isomorphism task. Fur-
thermore, for identical values of T' and support threshold, the CPU time
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Figure 5: Runtime of GSPAN and SYGMA on synthetic datasets.

increases as the number of vertex labels decreases, since there are more fre-
quent subgraphs to discover. From these results, we see that SYGMA is
faster than GSPAN by up to two orders of magnitude for unlabeled graphs.
In the most extreme case, i.e. when L = 1, T = 25 and the support threshold
is 100%, SYGMA is 110 times faster than GSPAN. Our algorithm also out-
performs GSPAN for datasets with 2 and 3 labels, although this improvement
is not as substantial.
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3.2.2 Chemical compound data

The performance of SYGMA and GSPAN was also measured on a real-life
dataset of chemical compounds, devised for the Predictive Toxicology Eval-
uation (PTE) challenge [7]. Two experiments were carried out: in the first
experiment, the edge labels of the dataset were discarded, and in the sec-
ond one, both vertex and edge labels were removed. The results of these
experiments are presented in Figure 6. Once more, we notice that the run-
times increase exponentially as the support is reduced. Also, for identical
support values, the runtime is much greater on the dataset containing no
labels. Compairing both algorithms, we see that SYGMA is 2 to 3 times
faster than GSPAN on the dataset with labels, and about 25 times faster
the ¢SPAN on the unlabeled dataset, showing once more the advantage of
SYGMA for mining unlabeled graphs.
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Figure 6: Runtime of GSPAN and SYGMA on the PTE dataset for which
(a) edge labels were discarded, and (b) both vertex and edge labels were
removed.

4 Conclusion

We have presented in this paper a novel algorithm that improves mining
the frequent subgraphs of a database that has a few or no labels. This im-
provement is achieved through original strategies that reduce the number
of costly graph and subgraph isomorphism tests, without using memory-
expensive structures to store embeddings. We have shown experimentally
that our algorithm significantly outperforms one of the most popular algo-
rithm for this task, GSPAN, on various synthetic and real-life datasets.
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